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ABSTRACT

Question routing (QR) aims at recommending newly posted ques-
tions to the potential answerers who are most likely to answer
the questions. The existing approaches that learn users’ expertise
from their past question-answering activities usually suffer from
challenges in two aspects: 1) multi-faceted expertise and 2) tem-
poral dynamics in the answering behavior. This paper proposes a
novel temporal context-aware model in multiple granularities of
temporal dynamics that concurrently address the above challenges.
Specifically, the temporal context-aware attention characterizes the
answerer’s multi-faceted expertise in terms of the questions’ seman-
tic and temporal information simultaneously. Moreover, the design
of the multi-shift and multi-resolution module enables our model to
handle temporal impact on different time granularities. Extensive
experiments on six datasets from different domains demonstrate
that the proposed model significantly outperforms competitive
baseline models.

CCS CONCEPTS

« Information systems — Social recommendation; Learning
to rank; Temporal data; Personalization; Web log analysis.

KEYWORDS
question routing; context-aware embedding; temporal dynamics

ACM Reference Format:

Xuchao Zhang, Wei Cheng, Bo Zong, Yuncong Chen, Jianwu Xu, Ding Li,
Haifeng Chen. 2020. Temporal Context-Aware Representation Learning
for Question Routing. In The Thirteenth ACM International Conference on
Web Search and Data Mining (WSDM’20), February 3-7, 2020, Houston, TX,
USA. ACM, New York, NY, USA, 9 pages. https://doi.org/10.1145/XXXXXX.
XXXXXX

1 INTRODUCTION

Community-based question answering (CQA) has become a popular
web service where users can exchange information in the form
of questions and answers. For instance, Quoral, one of the most
popular question answering sites, generates a question every 1.84
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Figure 1: A toy example of question routing task with two answer-
ers and three questions in two expertise domains.

seconds and had accumulated up to 38 million questions as of
January 2019. However, the rapid growth of CQA sites has led
to a severe gap between the posted questions and the potential
respondents. This causes question raisers to wait hours or even
days for answers and makes respondents feel easily overwhelmed
about selecting suitable questions to answer from the large number
of open candidates. The question routing problem [14][38][17],
an essential task to bridge the gap in CQA sites, aims to allocate
the answerers more efficiently and find related questions for the
answerers. Figure 1 shows a toy example of question routing in
terms of two answerers and three questions. Answerers Al and
A2 answered Tensorflow installation related questions Q1 and Q3,
respectively. Also, A2 is capable of answering the NoSQL database
question. If we have a new question Q4 related to Tensorflow, both
A1 and A2 who have equivalent expertise should be recommended.
But if considering the temporal factor, A2 should be recommended
since Q3 answered by A2 has more temporal closeness than Al.
Moreover, since the questions in our task are described by natural
language, the question routing task can be easily extended to other
expert finding tasks described by text, such as bug triaging [28]
and expert finding in social networks [1].

Existing question routing approaches typically focus on mod-
eling user expertise into a unified embedding vector [17][20][34]
by the semantics of the questions they answered. However, these
approaches suffer from the following two key challenges: (i) Multi-
faceted expertise. Most of the users on CQA sites have multi-
faceted expertise and are capable of answering questions in differ-
ent domains. For instance, the answerer A2 in Figure 1 can take the
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questions related to both Tensorflow installation and NoSQL data-
base. Multi-faceted expertise cannot be explicitly modeled by the
existing approaches that use a unified representation for answerers
with multiple expertise. As shown in Figure 1-(a), the embedding of
answerer A2 is trained by minimizing the sum of the distances of
A2-Q2 and A2-Q3 when unified representation is used for answerer
A2. Since answerer Al only answered question 1, A1’s embedding
is close to Q1 and Q4. Thus, Al is recommended in this case, which
is contrary to the truth that both A1 and A2 have equivalent exper-
tise on question 4 regarding Tensorflow-related questions in Figure
1-(b). (ii) Temporal dynamics in the answering behavior. The
temporal dynamics of the answerers’ interests are based on the
observation that answerers may have prompt expertise or willing-
ness to answer a question that they answered recently. As shown in
Figure 1-(c), answerer A2, who answered the Tensorflow question
recently, is more likely to answer the new Tensorflow-related ques-
tions again than answerer Al, who answered a similar question
two years ago. Moreover, the granularity of the temporal dynamics
is usually hard to define due to the characteristics of the answerers.
For example, some answerers can keep answering questions for
years, but others lose interest quickly.

In order to address the technical challenges above, this paper
presents a novel temporal context-aware representation learning
model for the question routing problem (TCQR). Specifically, the
answerers are encoded into temporal context-aware representa-
tions in the context of the semantic and temporal information of the
questions. Then the expertise of the answerers on certain questions
will be measured as the coherence between the context-aware rep-
resentations of the answerers and the encodings of the questions.
Moreover, the multi-shift and multi-resolution extensions are pro-
posed to model the temporal dynamics of the answering behaviors
in different levels of time granularities. In addition, new triplet
loss functions based on the answerers’ ranking order and temporal
dynamics are proposed to learn the users’ answering behavior. The
main contributions of this paper are summarized as follows: (i) De-
sign a temporal context-aware attention model to learn the
answerer representation. Specifically, instead of representing the
answerer with a unified embedding, our model learns the answerer
representation in the context of a question’s semantic and tem-
poral information, which helps to model multi-faceted expertise.
(ii) Propose a novel approach to model temporal dynamics
by multi-shift and multi-resolution settings. In particular, the
multi-shift module is designed to model the temporal impact on
the neighboring time periods and the multi-resolution setting is to
control the temporal impact on both fine and coarse granularities.
(iii) Conduct extensive experiments to evaluate the perfor-
mance of TCQR model. Our proposed method was evaluated
using six different datasets in different domains from hundreds of
answerer candidates. The results demonstrate that the proposed
approach significantly outperforms the state-of-the-arts alongside
multiple metrics.

The rest of this paper is organized as follows. The related work is
discussed in Section 2. Section 3 introduces the problem formulation.
The proposed temporal context-aware question routing model is
presented in Section 4. Experiments on real-world datasets are

presented in Section 5, and the paper concludes with a summary of
the research in Section 6.

2 RELATED WORK

In this section, we briefly review prior work on question routing,
recommender system and context-aware embedding.

2.1 Question Routing

The majority of question routing work [7][31][32][20] falls into
three categories: (i) Feature engineering based methods. The
feature engineering approaches [38][14] extract features from users
and questions and feed these features to the models, such as linear
regression [2] and ranking models [14][26], to make recommen-
dations of answerers for questions. However, these approaches
rely on hand-crafted feature extraction, which is time-consuming
and requires expert knowledge. (ii) Matrix factorization based
methods. Matrix factorization models [35][5] decompose feature
matrices based on the assumption that users may answer similar
questions. Zhao et al. [35] considered the expert finding problem
from the viewpoint of missing value estimation and designed a
graph-regularized matrix completion algorithm to infer the user
model. However, these matrix factorization based methods always
suffer from the limitation of bag-of-word features and have diffi-
culty in preserving the semantics of questions [17]. (iii) Network
embedding based methods. Network embedding models con-
struct a network based on the relation of questions and answerers
and learn the representation of them in low-dimensional vectors,
which preserve the structural context of nodes. Zhao et al. [34]
exploited both users’ relative quality rank to the questions and
their social relations. Li et al. [17] learned the representations of a
question, question raiser, and answerer by using a heterogeneous
information network embedding algorithm. However, all the repre-
sentation learning methods based on network embedding usually
use a unified representation which cannot model multi-faceted
expertise.

2.2 Recommender Systems

Traditional recommending approaches [25], such as collaborative
filtering [24] and low-rank factorization [27], usually aim at recom-
mending existing items to given users by learning the interactions
between items and users, which makes it difficult to deal with new
items such as newly raised questions that swiftly expire [37]. For
instance, Guo et al. [36] proposed a deep factorization machine to
combine the power of factorization machines for recommendation
and deep learning for feature learning. Zhang et al. [33] utilized
self-attention to infer item-item relationships from users’ historical
interactions. Some studies in recommender systems focus on recom-
mending new items. Okura et al. [21] proposed an embedding-based
method to use distributed representations for new item recommen-
dation. However, the aforementioned recommendation method
cannot be directly applied to the question routing problem due to
the problem’s specific characteristics of multi-faceted expertise and
temporal dynamics of answering behavior.



2.3 Context-Aware Embedding

Recently, context-aware embedding has been utilized in many areas
such as sentiment analysis[18], network analysis [29], recommend-
ing systems [12], and multimedia retrieval [8]. For instance, Liang
et al. [18] proposed a context-aware embedding approach for the
targeted aspect-based sentiment analysis problem by utilizing a
sparse coefficient vector to adjust the context-aware embedding
of target and aspect. Tu et al. [29] learned context-aware network
embedding for a relation model in network analysis to represent
the diverse roles of nodes. He et al. [15] proposed a context-aware
recommendation model by capturing the contextual information
of documents. However, most of the approaches consider a single
modality of context, which cannot be applied to our multi-modal
contexts for both question semantics and temporal information.
Moreover, the hierarchical context-aware attention extension in
multi-shift and multi-resolution enables our approach to model
the temporal impact on neighboring periods in fine and coarse
granularities.

3 PROBLEM FORMULATION

In this section, we first present the required notation and formu-
late the problem of question routing in community-based question
answering (CQA) sites.

A CQA dataset that conserves all the question-answer sessions
can be represented by the following sets: (i) Question set Q = {q;,
q2, - - -»qn}, where n denotes the number of questions. Each ques-
tion g; can be represented as a tuple q; = (c;, t;), where c; is the
question content in natural language and ¢; is the timestamp when
the question was raised. (ii) Answerer set A = {aj,az,...,am},
where m is the number of answerers. Each answerer g; is rep-
resented by a low-dimensional embedding for the question rout-
ing task. (iii) Question-Answer Session set S = {s1,s2,...,5n},
where n is the total number of questions. Each question-answer
session s; includes all the answer information related to question
qi, and it can be represented as a tuple s; = (q;, ®;, @;), where the
answerer set ®; C A denotes all the answerers who answered
the question ¢; and a; € ®; is the answerer who gave the unique
accepted answer.

For example, if a question g; raised on July 16, 2019 and answered
by users aj, a4 and ag, where a4 is the answerer who provided the
accepted answer, the question can then be represented as q; =
((CONENT OF QUESTION), 07/16/2019) and its question-answer
session s; is denoted by s; = (qi, {a1, a4, ag }, as).

To model the temporal dynamics of the answering behavior, we
make the following definitions of time periods for further discussion
in Section 4. First, we use different time resolutions to split the
whole time period into units where the definition of time resolution
is shown as follows:

Definition 3.1 (Time Resolution). Time resolution is the granu-
larity to split a time period into multiple units. For instance, the
time period from January 1, 2019 to July 1, 2019 can be split into 26
units by time resolution 7 days, where each time unit has 7 days
except for the last time unit, which has 6 days.

Then we use the function §(t) to represent the index of time
unit belonging to time ¢. Following the previous example that splits

the time period from 01/01/2019 to 07/01/2019, we have (t1) = 1
and 6(fz) = 2 when timestamp #; and t; are “01/02/2019” and
“01/09/2019”. Then the time shift between two timestamps can be
defined as follows:

Definition 3.2 (Time Shift). Time shift A(t;, t;) between times-
tamp t; and t; is defined by |6(t;) — 8(¢;)|. For instance, if t; and t;
are “01/02/2019” and “01/17/2019” respectively, then the time shift
between them is 2.

Based on the definition of time resolution and shift, we can model
the temporal impact on neighboring time units in fine and coarse
granularities when applying t; as the time of raising the question,
which will be discussed in detail in Section 4.4.

Using the above notations, we define temporal context-aware
question routing as the following: Given question set @, answerer
set A and a new question query § = (¢, f) where ¢ and { are the
content and raising timestamp of the new question, the question
routing problem is to compute the ranking scores for each answerer
a € A and recommend the answerer with the highest ranking score
as the predicted provider of the “accepted answer”.

4 PROPOSED MODEL

In this section, we first demonstrate the overall architecture of the
model. Then the details of temporal context-aware attention and
temporal dynamics modeling via multi-shift and multi-resolution
modules are provided.

4.1 Overall Framework

Our proposed Temporal Context-aware Question Routing model
(TCQR) is a multi-layer deep neural networks integrating with
temporal context-aware attention as well as multi-shift and multi-
resolution temporal dynamics modules. The overall architecture is
shown in Figure 2. The inputs of the model consist of both questions
and answerers. Each answerer is represented by the embedding
Matrix U € RP*4_ where p is a hyper-parameter to control the scale
of user expertise and d is the dimension for each user expertise.
The answerer embedding is randomly initialized and is trainable by
our proposed model. The question input contains both the question
content ¢ and question raising timestamp ¢. The content of the
question is encoded by a pre-trained deep bidirectional Transform-
ers model, BERT [6]. The encoding output by BERT is denoted by
Qe R! Xd, where [ is the number of words in a question. By default,
we choose the dimension of word that is the same value as the
dimension of the answerer’s embedding and fix the embedding of
question content untrainable for fine-tuning. The question raising
time is encoded into a unique representation vector t € R< by the
time encoding module, where the representation is also used to
reflect the ordered sequence of the timeline. All the details of time
encoding are explained in Section 4.2.

The content encoding and time encoding of question and an-
swerer embedding will be used as the inputs of the Temporal
Context-Aware (TCA) attention module, which aims to generate
the answerer embedding z € R? in the context of the question and
its corresponding raising time. The details of the TCA attention
module will be explained in Section 4.3. Then we employ the multi-
shift and multi-resolution extension on the temporal context-aware
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embedding to model the temporal dynamics on neighboring time
periods via different granularities. The details of the multi-shift and
multi-resolution extension are described in Section 4.4. After that,
we use the ranking metric function o to quantify the quality of
answerer a for answering question g, which is defined as follows:

5(Q.t,2) = (Avgpoea(Q) @ 11) - 27, (1)
where Q and t are the encoding of the question content and question
raising time, respectively. The temporal context-aware embedding
of the answerer is denoted by z, and @ is the operator to combine
the question content and time. By default, we use the “add” operator
since it has the similar performance as concatenation operator but
takes less computational memory space. Then the coherence score
will be utilized in the training process, which is described in Section
4.5.

4.2 Question Time Encoding

To encode the question raising timestamp into a low-dimensional
representation t € R%, we employ a traditional position encoding
method [9], and the value of its k-th position in ¢ is defined as
follows:
e sin(k/10000//9) ifj=2i-1,ie Z* )
tk.J) = cos(k/10000//9) if j=2i,ie Z", @
where d is the dimension of the time encoding and Z* represents
the positive integers starting from one. An example of time encod-
ings from September 2008 to April 2019 with the time unit of 30
days is presented in Figure 3. Each row represents the time encod-
ing for each time unit with 768 dimensions. The time encoding
method satisfies the following two properties, which is necessary
for our temporal dynamics modeling: (i) Uniqueness. The value
of time encoding is unique when it represents different timestamps.
(ii) Sequential ordering. The L2 norm distance between time
encodings can be used to reflect the temporal distance. For ex-
ample, when #1, 2, t3 represent the dates 04/01/2019, 05/01/2019,
and 06/01/2019, respectively, the following property is satisfied:
t1 = t2llz < [#1 — £3]l2-

time units

20 600

dimensions

Figure 3: Visualization of time encoding from 09/2008 to 04/2019
by monthly granularity .

4.3 Temporal Context-Aware Attention

We will first explain the motivation of the temporal context-aware
attention component and then give a detailed description of the
component. First of all, most of the existing approaches assume the
embeddings of two answerers are similar if both of them answered
similar questions. However, this assumption cannot always be true
when answerers have multi-faceted expertise. For example, if two
answerers a1 and ay are capable of answering questions in one
area, according to the assumption, their representation u and v
should be similar: u ~ v. However, if a; can also answer questions
in a different area but ay cannot, their representation should be
considered as different. Hence, in our model, we assume the embed-
ding of an answerer is not unified but varied for different questions.
Specifically, the embeddings of the two answerers are similar under
the context of question g, u'? ~ v(@ when both of them answered
the question, where u'9 and (@ represent the two answerers’
embeddings in the context of question q.

Following the multi-headed self-attention framework [30], we
design our multi-headed temporal context-aware attention module,
which is shown in Figure 4. Specifically, we combine the time en-
coding and question content encoding as the context to learn the
attention between question and answerer. After that, we apply the
attention to the answerer embedding for generating the temporal
context-aware embedding zj in terms of the k-th time shift, which
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is represented in Equation (3) as follows.

( AVgpool e tk)WQ (kal ) T
Vd

where Wo, Wi, W, € R4%d are the weights for the linear com-
ponents. The embedding of the question content is denoted by
0 € R4 and t, € RY represents the encoding of the timestamp
in the k-th time shift. z; denotes the embedding of the answerer
that has separate representations in different values of time shift k.
In particular, when k = 0, we have z( equals to the initial answerer
embedding U € RP*? without context information. Then the at-
tention learned is a d X k matrix to show the relation between the
question’s semantic features and the answerer’s expertise. When

Zj 41 = softmax ztWa,  (3)

k > 1, we have z; € R to represent the temporal context-aware
embedding in terms of time shift k. Then the attention learned from
question-answerer attention is a scalar to show the importance of
each time shift.

4.4 Multi-Shift and Resolution Extension

In this section, we extend our temporal context-aware embedding
into its multi-shift and multi-resolution settings. For the multi-shift
extension, we use a different time encoding with a different time
shift A from 1 to K, where K is set to the maximum number of time
shifts modeled for temporal impact. For example, when A=1 and the
question raising timestamp is ¢, the time encodings of the time units
&(t)—1and 6(t) + 1 will be combined as the input of TCA Attention
module. In particular, the shifted time encoding are combined as
the sum of time encoding of the backward time unit and forward
time unit. Different from the TCA attention module used in the
first layer, we use a residual block to enable a shortcut connection
between different time-shifted embeddings. Specifically, we employ
the context-aware embedding input of the k-th time-shift layer
z};") as the sum of both the input and output of the (k — 1) layer:

() o)
For the multi-resolution extension, we can choose different time

resolutions to split the time period into multi-grained units. For

z(i") —z

each resolution, the time encoding includes the temporal infor-
mation in diverse levels of time granularities. After the multi-shift
temporal context-aware embedding layers, we combine the context-
aware embedding chri) for each time resolution together, where the
superscript r; represents the size of the i-th time resolution. Then
we employ a fully connected layer to project combined embeddings
into a d-dimensional embedding vector.

4.5 Training Process

To train our model, we first apply a ranking triplet loss function to
learn the relative rank between positive samples (users answered
the question) and negative samples (users did not answer the ques-
tion). Moreover, to distinguish the answerer who provided the
accepted answer from the other answerers in the same question,
we also add an additional ranking loss term between them. The
ranking loss is shown in Equation (4).

Ly = Z { Z max (U(Qisti,z"') —o-(Qi,tl-,z_) +ap,0)

qi€Q \ zed;
s @

+ Z max (0(Q;, t,2") — 0(Q1, 11, 2%) + ate, 0)},
zted;

where ®; denotes the users who answered the question q; = (Q;, t;) €
Q. The variables z*, z~ and z* represent the embedding of the pos-
itive answerers, negative answerers, and answerer who provided
the accepted answer, respectively. We employ a margin value a;, to
control the distance between positive and negative answerers and
use a margin value o, for the distance between positive answerers
and the user who give the accepted answer.

Moreover, to learn the observation that more recent answering
behaviors have higher impact on the recommendation of answerers,
we propose a new temporal loss function between the neighboring
time shifts in Equation (5).

K
L= Z { Z Zmax (G(Qi,ti,z,:_l)—G(Qi,ti,z,t)-ras,o)},

qicQ \ zT€d; k=1
(5)

where k is the index of time shift and K is the total number of
time shifts. z/" represents the temporal context-aware embedding
of answerers after the k-th time shift. We set the margin parameter
as to one. Then we combine both the ranking loss and time shift
loss together to generate the total loss £ as follows: £ = £, + 1L,
where A is a parameter to balance the two loss functions and is set
to 0.5 by default.

4.6 Implementation Details

The model, TCQR, described in this section is implemented using
the Pytorch? 1.0 framework and trained on four 12GB-memory
RTX 2080ti GPUs in a 64-bit machine with 32 Intel Xeon@2.10GHz
CPUs and 192GB memory. The question content is initialized by
pre-trained deep bidirectional transformer (BERT) [6] using the
default dimensionality of 768 and the maximum length of question
content is set to 300 tokens. The embedding of each answerer is

Zhttps://pytorch.org/
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Table 1: Statistics of the Datasets

Dataset Questions Answerers Time Range
ai 1130 163 2016.08-2019.06
bioinformatics 915 107 2017.05-2019.05
3dprinting 963 120 2016.01-2019.05
ebooks 368 74 2013.12-2019.05
history 4807 473 2011.05-2019.05
philosophy 4295 658 2011.04-2019.06

randomly initialized by a I Xd matrix, where we choose the expertise
size [ to 20 and the dimension d of each expertise to 768. For the
setting of temporal dynamics modeling, we set the number of time
shifts to 3 and choose the time resolutions as 1, 2, and 3 with the
minimum time unit as 30 days. For the training process, we set the
number of training epochs to 50, the batch size to 16 and choose
the Adam optimizer [16] to train our model with the learning rate
le-5.

5 EXPERIMENT

In this section, the performance of the proposed model, TCQR,
is evaluated using six real-world datasets. First, the experimental
setup is introduced. Then the performance of the proposed model in
terms of four different metrics is evaluated against several existing
methods. In addition, we analyze the individual components with
an ablation study and demonstrate the impact of temporal dynamics
via a case study. Last, parameter sensitivity analyses of time shift
and resolution are provided.

5.1 Experimental Settings

5.1.1 Datasets. We employed six real-world CQA datasets from
StackExchangeto evaluate the performance of our model. All the
datasets are publicly available®. The details of the datasets are pre-
sented in Table 1, including the number of questions, number of
answerers, and their start and end dates. Each dataset contains all
questions and their corresponding answer records, including the
lists of answerers and the respondents who provided the accepted
answers. Also, both question content and question raising times-
tamp are included in the datasets. We reserved the latest 20% of
the data in the order of question raising time for the testing set
and randomly split the remainder between 70% for training and
10% for validation. Both the answerers and the accepted answer
for each question will be used as ground truth for evaluating the
performance of our question routing model. Following the settings
in Li et al. [17], we filtered the users who provided less than five
answers out of the training set to avoid the cold start problem.

5.1.2  Metrics. We use common ranking evaluation metrics from
the literature to evaluate our models. We consider all the users who
answered question q as the candidate answerer set for question q
and the user providing the accepted answer as the ground truth of
recommendation. The metrics we used include: (i) Mean Recip-
rocal Rank (MRR) [4]: the average multiplicative inverse of the
rank of the correct answer, represented mathematically as MRR

= ﬁ Zﬁl ﬁ, where N is the number of samples and rank; is
- 1

3https://archive.org/details/stackexchange

the rank assigned to the ground truth answerer, who provided the
accepted answer, by a model. (ii) Precision@XK: The proportion
of predicted instances where the ground truth answerer appears
in the ranked top-K result. For example, P@3 or “Precision at 3”
corresponds to the percentage of cases where the true answerer
appears in the top 3 ranked results. We vary the value of K from
1 and 3 in our experiments. (iii) Normalized Discounted Cumu-
lative Gain (NDCG) [13]: the normalized gain of each answerer
based on its ranking position in the results. Specifically, the DCG at
the p-th position is defined by DCG,, = % Zle logj%l)’
represents the relevance score of all the answerers corresponding
to the question. We set the rel scores of the users who answered

the question to one and those of the users who did not answer the

question to zero. The NDCG is defined by: NDCG,, = %, where

IDCG is the ideal discounted cumulative gain.

where rel

5.1.3 Competing Methods. The experiment utilizes five compar-
ison methods: (i) Frequency: The Frequency method ranks the
users by the number of answers provided by each user. Then we
use the frequency as the probability to randomly generate the rank-
ing list of all the answerers. The experiment results are averaged
by 50 trials. (ii) Vote: This method ranks a user by the number of
positive votes minus the number of negative votes, averaged over
all the answers the user has attempted. Similar to the Frequency
method, we use the vote score to generate a ranking list and average
the results by 50 trials. (iii) Doc2Vec: This method recommends
the answerers who have previously answered the questions most
relevant to the new given question. The state-of-the-art document
embedding model, InferSent [3], is applied to compute the simi-
larity between questions. We use the pre-trained 300-dimensional
word vectors from fastText[19], which is trained on Common Crawl
containing 600B tokens. (iv) DeepFM [11]: The DeepFM approach
applies a deep-learning-based factorization machine to learn both
low and high-order feature interaction. We applied Term Frequency
and Inverse Document Frequency (TF-IDF) [23] as the feature input
for the DeepFM model by filtering the stop words and choosing
the top 2,000 features with highest TF-IDF scores. (v) NeRank [17]:
The model jointly learns the representation of question content,
raiser and answerers via a heterogeneous information network em-
bedding algorithm. We applied default experiment settings with a
meta-path length of 13, node coverage of 20, and window size of
Skip-gram model of 4.

5.2 Performance of Question Routing

Table 2 summarizes the results of our temporal context-aware ques-
tion routing model, TCQR, in six real-world datasets. From the
results, we can conclude that our model significantly outperforms
all the baselines in every dataset on all metrics. Specifically, our
model achieves a 12.9% performance gain on average for MRR com-
pared to the best baseline method, NeRank, which demonstrates
that our model can recommend the users provided the accepted
answer in a higher-ranking position. Since we only have one true
answerer who provided the accepted answer for each question,
it is extremely challenging to rank the user in the first position
from hundreds of candidates. But our model still can achieve 31.8%
precision of the P@1 metric on the 3dprinting dataset, which is
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Table 2: Performance on Question Routing

‘ ai bioinformatics 3dprinting
| MR P@1 P@3 NDCG | MRR P@1 P@3 NDCG | MRR P@! P@3 NDCG
Frequency | 0.045 0.009 0.028 0.208 0.048 0.010 0.037 0.199 0.078 0.026 0.046 0.245
Score 0.045 0.010 0.028 0.203 0.039 0.008 0.020 0.203 0.047 0.009 0.036 0.197
Doc2Vec 0.086 0.000 0.000 0.271 0.146 0.100 0.100 0.321 0.060 0.000 0.000 0.261
DeepFM 0.032 0.014 0.018 0.184 0.039 0.005 0.011 0.215 0.041 0.015 0.026 0.214
NeRank 0.144 0.061 0.144 0.265 0.139 0.061 0.141 0.275 0.135 0.049 0.130 0.288
TCQR ‘ 0.253  0.137 0.282 0.403 ‘ 0.202  0.100 0.232 0.366 ‘ 0.461 0.318 0.528 0.594
‘ ebooks history philosophy
| MRR P@1 P@3 NDCG | MRR P@1 P@3 NDCG | MRR P@! P@3 NDCG
Frequency | 0.019 0.004 0.010 0.173 0.017 0.003 0.009 0.173 0.009 0.001 0.002 0.163
Vote 0.058 0.005 0.026 0.228 0.016 0.002 0.007 0.171 0.010 0.001 0.004 0.164
Doc2Vec 0.072 0.000 0.000 0.271 0.070 0.000 0.050 0.236 0.029 0.000 0.000 0.196
DeepFM 0.043 0.001 0.026 0.221 0.007 0.000 0.000 0.151 0.004 0.000 0.001 0.144
NeRank 0.254 0.160 0.266 0.346 0.124 0.044 0.130 0.275 0.119 0.055 0.116 0.269
TCQR ‘ 0.359 0.190 0.456 0.519 0.206  0.093 0.224 0.383 ‘ 0.248 0.135 0.289 0.401
Table 3: Ablation Study to model the feature interaction on the textual features of ques-
tions. 4) NeRank has competitive experimental results in most of
‘ ai bios 3dprinting the datasets but still performs worse than our model since it applies
| MRR NDCG | MRR NDCG | MRR NDCG a unified answerer representation and ignores the temporal impact
of answering behavior.
w/o BERT | 0.258 0.393 0.181  0.347 | 0.365 0.533
w/o Temp | 0.236 0.372 0.170 0.336 0.195 0.386
w/o S&R | 0.189  0.353 0.144  0.319 | 0.447 0.593
TCQR | 0.253 0.403 | 0.202  0.366 | 0.461 0.594 5.3 Ablation Study
\ ebooks history philosophy To verify the effectiveness of our modeling choices, we evaluate
| MRR NDCG | MRR NDCG | MRR NDCG our model’s performance in the absence of each of the following
model components: (i) w/o BERT: Most of our competing meth-
w/o BERT | 0.339 0.489 | 0.164 0.342 | 0.221 0.384 d 1 P diti f) d beddi d P 8 1
w/o Temp | 0.105 0291 | 0.168 0322 | 0.134  0.29 ods apply traditional word embedding and recurrent neural net-
w/oS&R | 0315 0469 | 0.158 0345 | 0.145 0.327 work (RNN) [10] to model the text sequence. To demonstrate that
the performance of our model is not simply due to using the pre—
TCQR ‘ 0.359 0.519 | 0.206 0.383 | 0.248 0.401

significantly better than the 4.9% precision of the best baseline
method, NeRank. Our model similarly outperforms the best base-
line in P@3 in all the datasets, obtaining an 18.3% improvement
on average. The result of the NDCG metric also demonstrates our
model can recommend not only the user who gave the accepted an-
swer but all the users who answered the question. In particular, our
model outperforms the best baseline method by 15.8% on average.
From the results of the baseline methods, we can also conclude the
following: 1) The two baseline methods based on the answerer’s
answering frequency and votes cannot perform competitively since
they ignore the semantic information of the questions. 2) Doc2Vec
recommends the users who answered the questions most similar to
the new question. However, their performance is highly dependent
on the temporal impact of answering behavior for the dataset. For
instance, Doc2Vec performs better than the other baseline methods
in the bioinformatics dataset since the time range of the dataset is
relatively small. 3) DeepFM has a surprisingly low performance
even compared to some intuitive baseline methods since it is hard

trained sequence encoder BERT, we replaced the BERT encoder
with LSTM [10] on top of pre-trained 300-dimensional word vectors
by Glove [22]. (ii) w/o Temp: To evaluate the impact of the tempo-
ral information, we eliminate the question’s temporal information
from the model and make the context-aware attention as follows:
( AVEpool (Q)) Wo (zk WI)T
Vd

Resolution: To demonstrate the effectiveness of our multi-shift
and multi-resolution extension, we set the size of both time shift
and time resolution to one in this model variant.

The results in Table 3 show that each component improves the
overall performance on all the datasets across MRR and NDCG eval-
uation metrics. Specifically, the temporal information and multi-
shift & resolution extensions improve 12% and 5.5% on average,
respectively, over all the datasets in the MRR metric. This indicates
that our modeling choices of both context-aware attention and tem-
poral dynamics extension on answering behavior are particularly
suitable to tackle the inherent challenges involved in the question
routing task. Also, we found our model can still perform better
than the best baseline method, NeRank, without using the BERT
sequence encoder.

241 = softmax z;. Wa. (iii) w/o Shift &
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Figure 5: Parameter Sensitivity Analysis on Time Shift.
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Figure 6: Parameter Sensitivity Analysis on Time Resolu-
tion.

5.4 Temporal Effectiveness

To qualitatively evaluate the temporal impact on the question rout-
ing task, we show a case study on querying with the same content
as an existing question but using multiple proceeding time shifts.
Figure 7 shows the heat map of the coherence scores between the
question and answerers, where each column represents the pro-
ceeding time shifts ranging from 0 to 14 and each row represents
the six users who answered the question. The darker color repre-
sents a higher coherence score, while the lighter color indicates
a lower score. From the results, we can see an obvious trend that
the coherence scores become lower when the time shift becomes
larger, which can be intuitively explained by the fact that users are
less likely to answer a question that they answered a long time
ago. Since we do not explicitly train our model in any temporal
constraint of time shift larger than our default value of 3, the trend
obtained on temporal dynamics is spontaneously learned by the
data itself. Also, we found that the temporal pattern is different for

Users

- -10

01 2 3 4 5 6 7 8 9 1 11 12 13 14
Time Shifts

Figure 7: The case study of the temporal dynamics the an-
swerers of one question in multiple time shifts.

each user. For instance, user 2 is willing to answer similar questions
for a long time, but user 5 is reluctant to respond to a recently
answered question.

5.5 Parameter Sensitivity

5.5.1 Time Shift. Figure 5 shows the parameter sensitivity analysis
on the time shift with fixed time resolutions ranging from 1 to 3
with the default one-month time unit in the two datasets ebooks and
3dprinting. We evaluated six different time shift settings ranging
from 1 to 7. From the results, we found the performance is continu-
ously improved when the size of the time shift is increased until a
turning point. If the time shift is too large, the performance starts to
degrade since it is easily overfitted to the training set. For instance,
the performance of the dataset ebooks starts to degrade after the
time shift is larger than 5.

5.5.2 Time Resolution. Figure 6 shows the parameter sensitiv-
ity analysis on the time resolutions in the ebooks and 3dprinting
datasets. We evaluated seven different time resolution settings, in-
cluding three single-resolution settings (1, 2 and 3) and four multi-
resolution settings (1-2, 1-3, 1-4 and 1-5, where the resolutions 1-5
represent the consecutive resolutions ranging from 1 to 5). Figures
6(a) and 6(b) show the results of the ebooks dataset in the met-
rics MRR and NDCG, respectively. From the results, we observe
the multi-resolution settings have better overall performance than
single resolution since they provide more flexibility to model the
temporal dynamics in mutliple granularities. Although we observe
that more resolutions usually have better performance, they are still
impacted by the temporal characteristics of answering behavior
for different datasets. For instance, the performance of resolutions
1-4 was worse than that of resolutions 1-3 in the 3dprinting dataset,
which is shown in Figures 6(c) and 6(d).

6 CONCLUSION

In this paper, we propose a temporal context-aware question rout-
ing model, TCQR, in community-based question answering (CQA)
systems. Our model learns the answerers’ representation in the



context of both the semantic and temporal information to han-
dle the multi-faceted expertise of answerers in CQA system. To
model the temporal dynamics of answering behavior, we extend
our temporal context-aware attention model into its multi-shift and
multi-resolution extensions, which enable our model to learn the
temporal impact on the neighboring time periods in multiple time
granularities. Extensive experiments on several real-world datasets
demonstrated the advantageous performance of the proposed model
over the existing baselines.
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