Deep Prototypical Networks for Imbalanced Time Series Classification under Data Scarcity
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ABSTRACT

With the increase of temporal data availability, time series classification has drawn a lot of attention in the literature because of its wide spectrum of applications in diverse domains (e.g., healthcare, bioinformatics and finance), ranging from human activity recognition to financial pattern identification. While significant progress has been made to solve time series classification problem, the success of such methods relies on data sufficiency, and may not well capture the quality embeddings when training triple instances are scarce and highly imbalance across classes. To address these challenges, we propose a prototype embedding framework–Deep Prototypical Networks (DPN), which leverages a main embedding space to capture the discrepancies of difference time series classes for alleviating data scarcity. In addition, we further augment DPN framework with a relationship-dependent masking module to automatically fuse relevant information with a distance metric learning process, which addresses the data imbalance issue and performs robust time series classification. Experimental results show significant and consistent improvements compared to state-of-the-art techniques.

CCS CONCEPTS

• Mathematics of computing → Time series analysis; • Computing methodologies → Learning latent representations.
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1 INTRODUCTION

With the increase of temporal data availability, time series classification has drawn a lot of attention in the literature because of its wide spectrum of applications in diverse domains (e.g., healthcare [17], bioinformatics [4] and finance [11]). In general, the goal of time series classification is to assign time-ordered sequences into specific categories based on various time series patterns [10]. To solve this problem, a significant line of previous research has focused on the exploration of various features and ensemble techniques. In particular, feature-based methods aims to identify a set of features that could represent the global/local time series patterns and then given to the classifiers [3, 12]. Given the extracted various features, ensemble based approaches incorporate different features into the integrated ensemble paradigms [1].

These above feature-based approaches require a set of informative and discriminating domain-specific features, which involves hand-engineering effort based on expert knowledge. To mitigate this limitation, several convolutional neural network based methods have been proposed and show promising performance for various applications [5, 9, 15]. Their key idea is to unify feature learning and classification parts with different levels of abstraction, based on multiple layers of processing units (e.g., convolution and pooling). The success of such learning approaches largely relies on a sufficient amount of training instances, such that the learned embeddings could well preserve latent structures of time series data. However, many practical scenarios involve a limited amount of labeled data. For example, in enterprise or healthcare scenarios, labelling samples is often very expensive or even impossible [7, 14], yet it is important to build effective time series classification models given only a handful of labeled examples per class.

There exist two key challenges in order to address the problem of time series classification under data scarcity. First, In time series classification, performing pattern learning under data scarcity, will have the undesirable tendency to extremely overfit the highly imbalanced time series data [17]. Hence, the model requires a sophisticated strategy to transfer knowledge across different time series classes and guide the representation learning process, in order to alleviate data scarcity issue. Second, the temporal patterns of time series data often involve underlying factors which are dynamically evolving over time [16]. Despite the effectiveness of applying neural network techniques to capture the non-linearity in dynamic time series, their classification performance can be hindered by the data scarcity issue in the imbalanced time series data. It is also

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

CIKM’19, November 3–7, 2019, Beijing, China
© 2019 Association for Computing Machinery.
ACM ISBN 978-1-4503-6976-3/19/11...
https://doi.org/10.1145/3357384.3358162
challenging to perform imbalance class learning with temporal dynamics from a limited amount of labeled time series data.

Motivated by the aforementioned challenges, this work proposes a general and flexible learning framework—Deep Prototypical Networks (DPN)—to exploit deep neural networks for end-to-end imbalanced time series classification under data scarcity. In particular, we develop a prototypical embedding module which maps time series input into an latent embedding space to serve as the prototype representation for each class, with a meta-learning framework. This prototype embedding space bridges the labeled set of examples (the support set) with unlabeled points (the query set), such that the knowledge from other classes can be leveraged to guide the embedding process across time series classes for alleviating data scarcity. In the mean time, we develop a relationship-dependent masking module to learn the distance metric between embeddings from deep neural network models, and automatically assign different weights to their different attributes with a high-level of non-linearities. Such augmented robust embedding space enables us to reduce noise or redundant information in the given imbalanced time series classes and perform time series classification.

The main contributions can be summarized as follows:

- We study the problem of classifying time series data from a limited amount of labeled training samples under data imbalance.
- We design a prototype embedding framework—Deep Prototypical Networks (DPN), which uses a main embedding space to capture the discrepancies of difference time series classes under the scenario of data scarcity.
- We further endow DPN with a relationship-dependent masking module to fuse relevant information into the automatically distance metric learning process, which alleviate data imbalance issue and perform robust time series classification.
- Through experiments performed on 49 time series classification benchmark datasets, we show that DPN consistently surpasses several state-of-the-art baselines.

2 PRELIMINARIES

In our work, we consider a time series classification scenario with a total number of \( C \) classes which is indexed by \( c \).

**Definition 1.** Time Series. A time series is a sequential set of measurements collected at equally spaced intervals over a period of time, i.e., a vector \( X = [x_1, \ldots, x_t, \ldots, x_T] \) \((t \in [1, \ldots, T])\) in chronological order, where \( x_t \) is the value (i.e., continuous or discrete value) collected from the \( t \)-th time interval.

**Time Series Classification.** The objective of time series classification task is to predict a class label \( c \) for a given fixed-length time series \( X \) whose label is unknown. Specifically, we aim to learn a classification function from a set of labeled time series (the training instances), to take an unlabeled time series (the testing instances) as input and outputs a label \( c \).

3 METHODOLOGY

3.1 Prototypical Embedding Framework

We propose to leverage the knowledge across different time series classes to address the challenge of data scarcity. Inspired by [13], we first develop a prototype embedding framework which uncovers temporal dynamics under data scarcity. With a limited number of training time series instances, our designed prototype embedding framework embeds time series data into low-dimensional representations by modeling the time-evolving temporal patterns manifested in the time series topological structure. We define the support set \( S (s_i \in S \text{ indexed by } i) \) to represent the set of labeled instances and the query set \( Q (q_j \in Q \text{ indexed by } j) \) to indicate the set of unlabeled time series for making predictions. In general, our module leverages the support set \( S \) to extract a prototype vector representation from each time series class, and performs classification on the inputs from the query set based on their distance to the generated prototype representation of each class.

Our model takes different time series as input and learns an embedding function to make similar examples (from the same class) close to each other and makes dissimilar examples far apart from each other. Specifically, we first perform a non-linear mapping of the time series inputs \( X \) into low-dimensional latent spaces via the embedding function \( h(X) \). Then, we perform classification on a given query point in \( \hat{Q} \) by discovering its nearest class prototype representation. Hence, our framework enables us to effectively transfer knowledge across different classes and guide the representation learning process. To calculate the prototype \( p_c \) of each class \( c \), we take \( p_c \) to the mean of its support embedding space as:

\[
S_c = \frac{\sum_i h(s_i)z_{i,c}}{\sum_i z_{i,c}} \tag{1}
\]

where \( z_{i,c} = \mathbb{I}[y_i = c] \). These prototypes of classes are considered as classifier metric to classify any query sample \( q_j \) from \( Q \). Our model assigns a probability over any class \( c \) from class set \( C \) based on the distance which is formally defined as follows:

\[
\hat{y}_{q,c} = \frac{\exp(-||h(q) - S_c||)}{\sum_c \exp(-||h(q) - S_c||)} \tag{2}
\]

where \( \hat{y}_{q,c} \) is the probability that the time series \( q \) is label as \( c \) class.

3.2 Relationship-Dependent Masking Module

In the distance estimation process of our DPN framework, each element of the prototype embedding is equally weighted. However, this may not be realistic, due to the fact that each element in the learned prototype representation has different importance...
weights to characterize the dependent relation between two embedding vectors. To mitigate this limitation, we further develop a relationship-dependent masking module to adaptively capture the implicit element-wise correlations among prototype embeddings, and let the learning algorithm focus on the most informative parts in estimating the distance. In specific, our masking module aims to free the main embedding space from the fixed-length internal representation by introducing a vector to model the dependence degrees of each element in the prototype embedding $p_c$. Formally, the importance computation formulations in DPN are given as follows:

$$H_c = \tanh(W_c v + b_c),$$
$$M_c = \text{sigmoid}(W_1 H_c + b_1)$$

where $M \in \mathbb{R}^{d_v}$ is embedding mask, $W_c \in \mathbb{R}^{k \times d_v}$, $W_1 \in \mathbb{R}^{d_v \times k}$ are transformation matrices, $b_c \in \mathbb{R}^k$, $b_1 \in \mathbb{R}^{d_v}$ are bias terms. We estimate the probability $\hat{y}_{q,c}$ by incorporating mask vectors into the distance calculation process as follows:

$$\hat{y}_{q,c} = \frac{\exp(-||([h(q)] - S_{c})M_c)||}{\sum_c \exp(-||([h(q)] - S_{c})M_c)||}$$

3.3 The Learning Process of DPN Framework

We utilize cross entropy as the metric in our loss function which is defined as follows:

$$\mathcal{L} = -\frac{1}{N} \sum_{i}^{N} \sum_{c}^{C} y_{i,c} \log(\hat{y}_{i,c})$$

where $y_{i,c}$ and $\hat{y}_{i,c}$ represent the actual and estimated probability that the time series $i$ is label $c$. The model parameters can be derived by minimizing the average loss, iterating over training episodes and performing a gradient descent update for each. Here, episode represents sampled mini-batches during training and each episode is designed to mimic the data scarcity scenario by subsampling classes and data instances. The utilization of episodes improves the generalization of training process under data scarcity and the performance is evaluated on test set episodes.

4 EVALUATION

4.1 Data Description

We evaluate all methods thoroughly on the UCR time series classification archive\(^1\), which consists of 49 datasets selected from various real-world domains. We measure the data balance in training set by Shannon Entropy, formally defined as follows:

$$\beta = -\frac{\sum_{i=1}^{k} \frac{c_i}{N} \log \frac{c_i}{N}}{k}$$

where $c_i$ represents the number of instance in class $i$, $k$ is the number of classes. The lower $\beta$ indicates the higher imbalance degree.

4.2 Experimental Settings

4.2.1 Baselines. We consider the following baselines:

- Synthetic Minority Over-sampling Technique (SMOTE: short for SMT) [6]: it is a representative over-sampling approach for the class imbalance problem, in which the minority class is over-sampled by creating "synthetic" examples.

- Adaptive Synthetic Sampling Approach for Imbalanced Learning (ADASYN: short for ASY) [8]: this method is an adaptive over-sampling learning developed for imbalanced data classification task by generating synthetic data samples for the minority class.

- Synthetic Minority Over-sampling Technique with Edited Nearest Neighbor Rule (SMOTE-ENN: short for SMT-E) [2]: it integrates the over- and under-sampling imbalanced class learning framework, by jointly balance training instances and removing noisy examples on the wrong side of the decision border.

- Prototype Networks (PN) [13]: this approach is proposed to address the data scarcity challenge in classification task based on inductive bias learning.

The parameter settings of SMT and SMT-E is consistent with that in [6] and [2]. In MLP transformation module, we set the number of hidden layers as 3 and 300 hidden units in each layer. Following the setting in [15], we set the architecture of FCN as ((8*64, 5*128, 3*128), (8*128, 5*128, 3*128), (8*256, 5*256, 3*256)), where $a+b$ represents the kernel size $a$ and the number of filters $b$ in each layer. In DPN, we set the support size and mask hidden dimensionality as 5 and 64, respectively. The batch size and learning rate is set at 16 and 0.005.

4.3 Evaluation on Benchmark Dataset

We normalize the datasets by following the preprocessing step in [11]. All the experiments use the default training and testing set splits provided by UCR, and the results are rounded to three decimal places. We use error rate as an evaluation metric following the same experimental setting in [15], defined as: $\text{error} = 1 - \frac{1}{N} \sum_{i}^{N} \sum_{c}^{C} ||\hat{y}_{i,c} - y_{i,c}||$, where $N$ and $i$ are the number and index of testing instances, respectively. We report the test error rate from the best performed model trained with the minimum cross-entropy loss.

4.4 Effect of Data Scarcity and Imbalance Degree

We investigate the effectiveness of DPN with respect to different data scarcity degrees $\alpha$ and imbalance degrees $\beta$. As shown in Figure 2. We can observe that our DPN is not strictly sensitive to data scarcity and imbalance degrees, which suggests the robustness of our developed DPN in time series classification task.

5 CONCLUSION

This paper develops an effective learning framework, Deep Prototype Networks (DPN), for imbalanced time series classification under data scarcity. In DPN, we first propose a prototypical embedding framework to embeds time series data into low-dimensional
representations. Then, we design a relationship-dependent masking module to augment the main embedding space of DPN by automatically learning the importance weights of prototype embeddings. One future direction is to incorporate general knowledge from external sources to further improve the DPN model.
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