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Abstract—In the era of information overload, people are struggling to make sense of complex story events in massive social media data. Most existing approaches are designed to address event extraction in news reports, documents and abstracts, but such approaches are not suitable for Twitter data streams due to their unstructured language, short-length messages, and heterogeneous features; few existing approaches generate a story by considering both the shared topics throughout the story and the smooth connection between successive nodes simultaneously. In this paper, a novel Twitter story generation framework via shared subspace and temporal smoothness called TRACES is proposed. Given a query of an ongoing event, a novel multi-task clustering method integrated with shared subspace and temporal smoothness (STMTC) is proposed to generate the event stories. Extensive experimental evaluations of data sets for different events demonstrate the effectiveness of this new approach.

I. INTRODUCTION

Social media such as Twitter is rapidly becoming a real-time “news press” for spreading information at both a global and local community scales. Hundreds of millions of users post tweets every minute, discussing everything from their opinions about world events to incidents they observe on the street. Compared to traditional media, people are attracted to microblog sites such as Twitter because they provide instant first-hand reports on real-life events. Every day, millions of Twitter users around the world broadcast their observations and comments on a variety of topics such as crime, sports, and politics. In contrast to the censorship often imposed on traditional media, tweets can more freely express idiosyncratic views and inconvenient facts. It is helpful for industry, academia, and end-users if a story event can be automatically generated from this huge volume of tweets. For example, story lines related to the November 2015 Paris Attack in its first four days are shown in Figure 2. The horizontal location of each node indicates the time sequence of the events as they unfolded. The story provides a basic overview of the main events, such as the attack in Bataclan theater, the search for accomplices, and the international aid provided by the European Union and others as well as spreading useful information via Twitter, such as helplines for victims.

Ways to generate event stories have been well studied \cite{1}\cite{2}\cite{3}, but most of these methods assume that the textual contents are robust and well presented, which is not always the case for social media. Furthermore, few existing methods consider the two properties of event story simultaneously: 1) a common topic shared throughout all the nodes in a story, and 2) smooth connection between the consecutive nodes. For example, the story $\text{2} \rightarrow \text{3} \rightarrow \text{5}$ in Figure 1 considers both shared features: “President”, “Obama”, “California”, and transition terms: “shooting” and “gun” between $\text{2} \rightarrow \text{3}$ and $\text{3} \rightarrow \text{5}$. It is a more compelling result than story $\text{1} \rightarrow \text{2} \rightarrow \text{5}$ considering shared topic only, in which the three nodes refer to different events: California wedding, California shooting and California poll. Thus, the challenges facing microblog story generation arise from the consideration of both shared features and temporal smoothness. The example shown in Figure 1 demonstrates that the two properties are key factors to generate a compelling story.

In this paper, we focus on resolving the above challenges. The major contributions of this research are summarized as follows: 1) Developing a system to generate event stories in Twitter. A novel unsupervised approach is proposed for event story generation in Twitter. Our method extracts related tweets and features for a given user query, and connects related events as a story line by considering both the shared features throughout the story and the smoothness between successive events. 2) Proposing an innovative story generation method with a multi-task clustering algorithm. Based on the extracted tweet features from dynamic query expansion, a multi-task clustering algorithm that jointly
maximizes the shared subspace and temporal smoothness (STMTC) is proposed to distinguish stories by taking into account both their global shared topics and the temporal smoothness between consecutive events. 3) Conducting extensive experimental performance evaluations. Our method has been extensively evaluated on Twitter data covering more than 4 countries in Latin America, with multiple topics and languages. Comparisons with baselines and state-of-the-art methods have demonstrated its effectiveness.

The remainder of this paper is organized as follows. Section II describes the related work on story construction and multi-task clustering. Section III presents the multi-task clustering model with shared subspace and temporal smoothness. In Section IV, experimental results are analyzed and a case study is presented. We conclude our work in Section V.

II. RELATED WORK

Several research directions are related to our work, including storyline construction, and multi-task clustering.

A. Timeline and Storyline Construction

Only a limited number of studies have looked at document summarization with time stamps, with most focusing on news articles. Mei et al. [4] proposed an HMM style probabilistic method to discover and summarize the evolutionary patterns of themes in text streams, while Lappas et al. [5] defined a term burstiness model to discover the temporal trend of terms in news article streams. Wang et al. [6] took this further, developing an evolutionary document summarization system to generate an evolution skeleton along the timeline. The Evolutionary Timeline Summarization (ETS) [7] method has also been proposed to return an evolution trajectory along the timeline by emphasizing a theme’s relevance, coverage, coherence and diversity. However it is difficult to apply these timeline generation methods to Twitter datasets due to their heterogeneous features, as most only consider the evolution between time periods rather than treating a story as having integrated shared features.

Some researchers have focused on storyline generation. For example, Lin et al. [3] proposed a language model with dynamic pseudo relevance feedback to obtain relevant tweets, and then generated story lines via graph optimization. The approach assumes that only one story exists in the tweets extracted from a user query, however, and their Steiner Tree algorithm does not consider the shared features in the story. Shahaf et al. [2] proposed a metronet map format story generation framework with three separate steps: BigClam [8], which is a community detection method to detect event clusters in each time period; the NMF method, which groups communities related to the story; and a sub-modularity function to optimize the story. The relationship between communities in different time periods is not considered integrally in the clustering phrase, which is detrimental to the clustering result, as demonstrated below in Section IV.

B. Multi-Task Clustering

While multi-task learning methods tracking classification [9][10] have received a lot of attention in recent years, a relatively few studies have been devoted to multi-task learning for the clustering problem. Gu et al. [11] performed multiple related clustering tasks together and utilized the relationships between these tasks in terms of their shared subspace. Later, the same group went on to a method to learn nonparametric and spectral kernel [12] for multi-task clustering. Zhang et al. [13] designed a method based on general Bregman divergences and defined two task regularizations to encourage coherence among tasks. A domain adaptation approach has also been proposed to perform multiple related clustering tasks [14]. However, although most of these methods integrate tasks with a shared subspace, but none consider the temporal smoothness between consecutive tasks, which is important when finding coherent events in story construction.

III. PROPOSED MODEL

In this section, a multi-task clustering method integrated with shared subspace and temporal smoothness is proposed...
to generate story lines. We will begin by introducing the objective of clustering, after which the optimization of multi-task clustering objective is presented. Finally, a Kullback-Leibler divergence based method is used to connect clusters.

A. Clustering Objective

Given a set of relevant tweets $T_p$ which is divided into $m$ time steps $\{T_1, \ldots, T_m\}$, clustering task is defined as tweet clustering in one time step. Considering the case of single-task clustering, our purpose is to partition the $k$-th data set into $c$ clusters. The semi-NMF clustering [15] algorithm achieves this goal by minimizing the following objective:

\[
J_{st} = \|X(k) - U^{(k)}[P^{(k)}]^T\|_F^2
\]

s.t. $P^{(k)} \geq 0$

(1)

where $X^{(k)} = [x_1^{(k)}, \ldots, x_n^{(k)}], 1 \leq k \leq m$. $X^{(k)}$ represents the feature and tweet relationship matrix extracted from dynamic query expansion method [16], and $m$ is the number of tasks. $\|\cdot\|_F$ is the Frobenius norm, $U^{(k)} \in \mathbb{R}^{d \times c}$ represents the feature assignment in clusters, $P^{(k)} \in \mathbb{R}^{n_c \times c}$ is the partition matrix that represents the clustering assignment, $d$ is the number of features, $c$ is the number of clusters, and $n_c$ is the number of tweets in task $k$. Unlike hard clustering methods such as k-means, a tweet can be assigned to different clusters when two topics are discussed in the same tweet.

When it comes to multi-task clustering setting, we introduce both shared subspace [11] and temporal smoothness [17] to represent the coherence between tasks. The shared subspace is obtained by an orthonormal projection of features across all the related tasks and represents the terms, hashtags, users, hyperlinks and mentions shared in each story.

Our shared subspace and temporal smoothness multi-task clustering (STMTC) method is formulated by minimizing the following objective function:

\[
J_{mt} = \sum_{k=1}^{m} \|X^{(k)} - U^{(k)}[P^{(k)}]^T\|_F^2 + \lambda \sum_{k=1}^{m} \|W^T X^{(k)} - M[P^{(k)}]^T\|_F^2
\]

\[
+ \theta_1 \sum_{k=1}^{m} \|U^{(k)}\|_F^2 + \theta_2 \|U\|_F^2
\]

s.t. $W^T W = I$ $P^{(k)} \geq 0$

(2)

where $\lambda, \theta_1, \theta_2 \in [0, 1]$ are regularization parameters that balance any clustering in the within-task input space, shared subspace and temporal smoothness. $U = [U^{(1)}, \ldots, U^{(m)}]$ refers to the feature assignment in the clusters of all the tasks. $G^{(k)} \in \mathbb{R}^{m_c \times c}$ is defined as follows:

\[
G^{(k)}_{ij} = \begin{cases} 1, & \text{if } i = c(k-1) + j \\ 0, & \text{otherwise} \end{cases}
\]

$U^{(k)}$ represents the feature representation of clusters in task $k$. As with single-task clustering, $P^{(k)} \in \mathbb{R}^{n_c \times c}$ is the partition matrix in task $k$. $W \in \mathbb{R}^{d \times l}$ is the orthogonal projection of features into the shared subspace, in which $l$ is the feature number in that subspace. $M \in \mathbb{R}^{l \times c}$ is the subspace feature partition of the clusters in all the tasks. $H^{(k)} \in \mathbb{R}^{m_c \times 1}$ is defined as follows:

\[
H^{(k)}_i = \begin{cases} -1, & \text{if } (k-2)c + 1 \leq i \leq c(k-1) \\ 1, & \text{if } (k-1)c + 1 \leq i \leq kc \\ 0, & \text{otherwise} \end{cases}
\]

Specifically, $H^{(1)}$ is a zero matrix. The variance between one task and its neighbor can be represented as $UH^{(k)}$.

The objective in Eq (2) consists of three terms. The first term addresses within-task clustering, which contains $m$ independent clustering tasks in the Twitter input space. The second term deals with shared subspace clustering, which not only learns the shared features but clusters the data for all the tasks together in the shared subspace. The third term consists of both the temporal smoothness $UH^{(k)}$ of neighboring tasks and the Frobenius norm of $U$ for its sparsity.

B. Multi-Task Clustering Optimization

Observe that minimizing Eq (2) is performed with respect to $U, P^{(k)}, W$ and $M$. An alternating minimization algorithm is proposed to optimize the objective, where the objective is optimized with respect to one variable when fixing the others. As the space limitation, the computation of $U$ and $M$ can be found in the supplementary document.

1) Computation of $P^{(k)}$: Given $U, M, W$, optimizing Eq (2) with respect to $P^{(k)}$ is equivalent to optimizing

\[
J_{P^{(k)}} = \|X^{(k)} - U^{(k)}[P^{(k)}]^T\|_F^2
\]

\[
+ \lambda \|W^T X^{(k)} - M[P^{(k)}]^T\|_F^2
\]

\[
+ \theta_1 \|U^{(k)}\|_F^2 + \theta_2 \|U\|_F^2
\]

s.t. $P^{(k)} \geq 0$

(5)

For the constraint $P^{(k)} \geq 0$, an iterative solution will be presented. We introduce the Lagrangian multiplier $\gamma \in \mathbb{R}^{m_c \times 1}$ into the equivalent objective function $J_{P^{(k)}}$:

\[
L(P^{(k)}) = \|X^{(k)} - U^{(k)}[P^{(k)}]^T\|_F^2
\]

\[
+ \lambda \|W^T X^{(k)} - M[P^{(k)}]^T\|_F^2
\]

\[
+ \lambda \|W^T X^{(k)} - M[P^{(k)}]^T\|_F^2
\]

Setting $\frac{\partial L(P^{(k)})}{\partial P^{(k)}} = 0$, we obtain

\[
\gamma = -2A + 2P^{(k)}B
\]

(7)

where

\[
A = [X^{(k)}]^T U^{(k)} + \lambda [X^{(k)}]^T W M
\]

\[
B = [G^{(k)}]^T U^{(k)} U^{(k)} + \lambda W^T M
\]

(8)

With the Karush-Kuhn-Tucker condition [18] $\gamma_{ij}P^{(k)}_{ij} = 0$, we get

\[
-2A + 2P^{(k)}B_{ij}P^{(k)}_{ij} = 0
\]

(9)

As with the Semi-NMF algorithm in [15], we obtain the updating formula:

\[
P^{(k)}_{ij} \leftarrow P^{(k)}_{ij} \left[ \frac{[A^- + P^{(k)}B^-]_{ij}}{[A^- + P^{(k)}B^-]_{ij} \cdot \gamma_{ij}} \right]_{ij}
\]

(10)

1https://goo.gl/hE7chW
Algorithm 1: Learning Shared Subspace and Temporal Smoothness for Multi-Task Clustering (STMTC)

Input: \( m \) tasks, \( \{X^{(k)}\}_{k=1}^{m} \), the dimensionality of the shared subspace \( l \), maximum number of iterations \( T \), convergence threshold \( \delta \).

Output: Cluster Partition \( P^{(k)} \in \mathbb{R}^{n_k \times c} \), \( 1 \leq k \leq m \);
Feature Cluster Partition

1. Initialize \( t = 1 \), \( J_t = 0 \).
2. Initialize \( P^{(k)} \) with positive random values.
3. Initialize \( W \in \mathbb{R}^{d \times c} \) with random orthonormal matrix.
4. while \( \Delta J > \delta \) and \( t < T \) do
5. \( \Delta J ← J_{t−1} \).
6. for \( k = 1 \) to \( m \) do
7. Update \( P^{(k)}_{ij} ← P^{(k)}_{ij} \left[ \frac{A_{ij}P^{(k)}B_{ij}}{|A_{ij}P^{(k)}B_{ij}|} \right] \).
8. Compute \( W_{ij} \) by eigen-composition of \( X(I−P^{(k)}T)^{-1}X^T \).
9. \( J_t = J(U, M, P^{(k)}, W) \).
10. \( \Delta J ← J_t − J_{t−1} \).
11. \( t ← t + 1 \).

where \( A = A^+ − A^- \) and \( B = B^+ − B^- \), in which 
\( A_{ij}^+ = (|A_{ij}| + A_{ij})/2 \) and 
\( A_{ij}^- = (|A_{ij}| − A_{ij})/2 \).

2) Computation of \( W \): Given \( U, M, P^{(k)} \), optimizing Eq (2) with respect to \( W \) is equivalent to optimizing:

\[
J_W = \sum_{k=1}^{m} \left\| W^T X^{(k)} - M[p^{(k)}]^T \right\|^2_F \\
\text{s.t.} \quad W^T W = I.
\]  

(11)

where \( X = [X^{(1)}, \ldots, X^{(m)}] \in \mathbb{R}^{d \times n} \) and \( P = [p^{(1)}]^T, \ldots, [p^{(m)}]^T] \in \mathbb{R}^{c \times n} \). After substituting \( M = W^TP\sum(p^TP)^{-1} \), [11] shows that the optimal \( W \) minimizing Eq (11) is composed of the eigenvectors of \( X(I−P\sum(p^TP)^{-1}P^TP)^{-1}X^T \).

We can now present the algorithm for optimizing Eq (2), namely Algorithm 1. The convergence of Algorithm 1 can be guaranteed by auxiliary function approach [19].

C. Cluster Connection

To find the connected clusters, we use Kullback-Leibler divergence [1] to measure the distance between two feature distributions in two successive clusters \( C^{(t)} \) and \( C^{(t+1)} \), where \( m, n \in [0, c] \) are the index of clusters at times \( t \) and \( t+1 \), respectively, and \( c \) is the cluster number.

\[
D_{KL}(C^{(t)} || C^{(t+1)}) = \sum_{d \in F} p(d|C^{(t)}) \ln \frac{p(d|C^{(t)})}{p(d|C^{(t+1)})} \]  

(12)

where

\[
p(d|C^{(t)}_m) = \frac{\sum_{d \in F} u_{d, (t, c+m)}}{\sum_{d \in F} u_{d, (t, c+m)} + \epsilon}, \]  \[
p(d|C^{(t+1)}_n) = \frac{\sum_{d \in F} u_{d, ((t+1), c+n)}}{\sum_{d \in F} u_{d, ((t+1), c+n)} + \epsilon} \]  

\( F \) is the feature set and \( U \) is the feature assignment matrix. \( \epsilon \) is a small positive constant that is introduced to avoid zero values of \( p(d|C^{(t+1)}_n) \).

IV. EXPERIMENT

This section presents the empirical evaluations of the performance of our proposed new approach, TRACES. By comparing the results with existing methods and baselines, the effectiveness of our method and its components are demonstrated.

A. Experiment Setup

1) Dataset and Labels: In order to evaluate both the STMTC clustering method and story, we chose both LATAM and Paris attack datasets purchased from Datasift Inc\(^2\) and crawled via REST API, respectively. The LATAM dataset contains tweets gathered from civil unrest events in Latin America. It has totally 87,269 tweets including those related to Brazil’s World Cup protest, Venezuelan protests, the Colombian presidential election and Chile’s education march, covering events from June 2014 to August 2014. All these events are labeled as different types in the dataset for clustering evaluation purposes. The labels are collected from a SVM classifier trained by pre-labeled data and verified by human beings. The Paris attack dataset contains the tweets related to a series of coordinated terrorist attack that occurred in Paris on November 13th 2015, the deadliest attack in France since World War II. The dataset was crawled using the keyword “paris” for the period from November 13 to December 15 in 2015 for over ten different languages. After preprocessing, the resulting dataset contains 1.4 million tweets in English and French and is used to evaluate story quality in the case study in Section IV-B2.

2) Evaluation Metrics: The story quality is not only evaluated in terms of its clustering quality, but also qualitative story case studies. To evaluate the clustering results, we adopt the standard performance measures frequently used for clustering: 1) Clustering Accuracy: Clustering Accuracy [20] discovers the one-to-one relationship between clusters and labeled classes and measures the accuracy of clusters which contain data points from the corresponding class. Given a data point \( x_i \), let \( r_i \) and \( s_i \) be the obtained cluster label and

\(^2\)www.datasift.com
the label provided by the corpus, respectively. The cluster accuracy is defined as follows:

$$\text{Acc} = \frac{\sum_{i=1}^{n} \delta(x, \text{map}(r_i))}{n}$$  \hspace{1cm} (14)

where $n$ is the total number of tweets, $\delta(x, y)$ is a delta function that equals one if $x = y$ and equals zero otherwise, and $\text{map}(r_i)$ is the permutation mapping function that maps each cluster label $r_i$ to the equivalent label from the data corpus. The best mapping can be found by using the Kuhn-Munkres algorithm [21].

2) Normalized Mutual Information: Normalized Mutual Information (NMI) [11] is used to measure the quality of clusters. Let $L$ denote the set of clusters obtained from the ground truth and $C$ those obtained from our algorithm. The normalized mutual information metric is then defined as follows:

$$\text{NMI} = \frac{\sum_{i=1}^{c} \sum_{j=1}^{c} n_{i,j} \log \frac{n_{i,j}}{n_i n_j}}{\sqrt{\left(\sum_{i=1}^{c} n_i \log \frac{n_i}{n}\right) \left(\sum_{j=1}^{c} n_j \log \frac{n_j}{n}\right)}}$$  \hspace{1cm} (15)

where $n_{i,j}$ denotes the number of tweets contained in the cluster $C_i$ ($1 \leq i \leq c$), $n_{i,j}$ is the number of tweets belonging to class $L_j$ ($1 \leq j \leq c$), and $n_{i,j}$ is the number of tweets that are in the intersection between the cluster $C_i$ and the ground truth class $L_j$; the larger the NMI, the better the clustering result.

3) Methods for Comparison: To evaluate the clustering results, we compare the proposed STMTC methods with typical single-task and multi-task clustering methods, including Kmeans (KM), Latent semantic analysis (LSA)+Kmeans (LSAKM), adaptive subspace iteration (ASI) [22], Cluster Affiliation Model for Big Networks (BigClam) [8], Shared Subspace Multi-Task Learning (LSSMTC) [11], which considers shared subspace. We also present the experimental results for the clustering data for all the tasks together using KM, LSAKM, and BigClam. Note that clustering the data via LSSMTC corresponds to the proposed method with $\theta_1, \theta_2 = 0$.

B. Evaluation of Story

The evaluation of the new STMTC method is performed based on the clustering quality and case study analysis.

1) Quality Analysis: Accuracy and NMI metrics are used to evaluate the clustering results for the STMTC method. Each experiment is repeated 5 times, and the average results are shown in Table I for the LATAM dataset. The experimental results show that the proposed STMTC method achieves the best overall performance: 11.48% and 18.81% higher than BigClam and LSSMTC in cluster accuracy, which are the two methods outperform the others. Similarly, the NMI of STMTC is 34.32% higher than other methods in average. Although for some individual tasks, BigClam and All BigClam achieve better results. This is because our method may trade off the results of individual tasks for overall performance. As these results demonstrate, simply clustering the data for all the tasks together does not necessarily improve the clustering result: All KM, All LSAKM, All BigClam actually achieve worse result than their original algorithms, such as All KM is 19.74% and 9.9% lower than BigClam and LSSMTC in cluster accuracy.

2) Case Study: To help people make sense of complex stories in massive Twitter datasets, we chose to use Paris Attack event for our case study. The most representative tweet from the top 10 ranked tweets in the cluster were selected in the story line. As shown in Figure 2, the main structure of the story is as follows: the blue line describes the
story of the terror attack itself and the arrests of the suspects, while the orange line focuses on the local and international assistance provided for the victims. Along the blue line, some key facts are shown: 1) the Bataclan theater attack, 2) the Stade de France bombing, 3) the weapon found, and 4) the suspects’ arrest. The orange line presents the local activities directed towards helping the victims after the attack and the international assistance provided by the U.S. and the European Union. Key terms such as explosion, weapon, US, and ally, contribute to the smoothness between successive nodes, while attack and help are the shared subspace of the story. Since the multi-language and semantic enhancement of feature extraction is lacking in the baselines, we found some key facts such as “Stade de France bombing” are missing in their results.

V. CONCLUSIONS

This paper presents a novel approach, TRACES, to generate story lines in massive Twitter datasets that produce fresh insights into complex stories. A novel multi-task clustering algorithm, STMTC, is proposed to generate the story lines and integrate them with shared subspace and temporal smoothness. The extensive experimental results for the diverse datasets clearly demonstrate the high quality of multi-task clustering and the story lines it generates through a comparison with existing state-of-the-art methods.
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